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A B ST R A C T :  Image quality parameters are the figure of merit widely used in the image processing applications 
to analyze and compare the output image with the input image. These measures are widely used in image 
compression, segmentation, feature extraction, object detection and tracking, and image based measurements.  In 
this paper, these parameters measure the similarity or dissimilarity between the two images on the basis of 
comparing the corresponding pixels of the two images and present a numerical value as a result. The segmentation is 
one of the most challenging and important process in the image analysis. The success of the image analysis is based 
on the result produced in the segmentation stage. This paper presents a comparative study of the segmentation of 
high resolution satellite images in RGB and HSV color spaces using modified k-means clustering algorithm. The 
segmented images are compared with the original input images by using number of bivariate image quality 
parameters. To test the efficiency and robustness of the proposed method, the experiments are performed on 
GeoEye-1 satellite images.  
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1. INTRODUCTION 

Image segmentation is the process of partitioning 
or dividing an image into number of sub images, 
segments, regions or clusters with similar attributes. 
This is the initial but most important step in the 
image analysis to gather necessary information. In 
this process, the image pixels are grouping according 
to any one characteristics of the image [4][5][6]. 
There are number of methods for the segmentation 
of satellite images such as region growing, threshold 
based methods, edge detection based methods, fuzzy 
based methods, neural based methods, genetic based 
methods etc. every method has  its own advantages 
and disadvantages. The segmentation algorithm 
developed for one application is not well suited for 
other applications. For example, an algorithm 
developed for medical image segmentation is not 
well suited for satellite image segmentation. 
Nowadays many countries are launching satellites for 
various applications including mapping, agriculture, 
disaster management, environmental assessment and 
monitoring, military and metrology. The images 
collected from satellite contains huge amount of 
information for analysis and processing. But human  

 
eye is insensitive to realize small changes in the 
characteristics such as intensity, color, or texture. So 
the manual human processing is not successful to 
retrieve the hidden treasures of information in the 
satellite image. The optimal solution is the processing 
of satellite images with digital computers.  To 
retrieve the information from images, we need an 
efficient and effective segmentation method which is 
most important and difficult task in the image 
analysis. The images received from satellite are 
usually in RGB color space. This color space is not 
preferred for image segmentation because this space 
is not perceptually uniform and all components 
should be quantized with the same precision. So the 
image is converted for RGB space to other color 
space by either linear or nonlinear transformations. 
In this paper, an efficient segmentation of satellite 
images in HSV color space using modified K-means 
is proposed. The remainder of the paper is organized 
as follows. The section 2 gives the information of k-
means clustering. The section 3 covers the modified 
k-means clustering algorithm. The section 4 covers 
RGB and HSV color space. The various image 
quality parameters for satellite image segmentation 
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are explained in the section 5. The section 6 describes 
the experiments on the proposed method and finally 
the section 7 concludes the paper. 
 
2. K-MEANS CLUSTERING ALGORITHM 
K-means clustering algorithm, proposed by Mac 
Queen, is numerical, unsupervised, non-deterministic 
and iterative to segment or classify or cluster or to 
group the objects based on characteristics or features 
into K number of clusters [1] [2]. This is widely used 
because of its simpleness and fast convergence. In 
this algorithm, the clustering is done by minimizing 
the distances between data and the corresponding 
cluster centroid [18]. The basic K-Means clustering 
algorithm is simple. This algorithm starts with 
finding number of cluster (K) and assuming the 
center of these clusters (centroid). The working 
principle of K-means clustering algorithm can be 
explained as follows: If the number of data is less 
than the number of cluster then consider each data as 
the centroid of the cluster. If the number of data is 
larger than the number of cluster, for each data, 
calculate the distance to all centroid and get the 
minimum distance. This data is said belong to the 
cluster that has minimum distance from this data. 
Since we are not sure about the location of the 
centroid, we need to adjust the centroid location 
based on the current updated data. Then we assign all 
the data to this new centroid. This process is repeated 
until no data is moving to another cluster anymore. 
The most important properties of this clustering 
algorithm is listed as (i) There is always ‘K’ number 
of clusters (ii) No overlapping of clusters (iii) No 
empty clusters i.e., atleast one data in each cluster 
(iv) The data in cluster is very close to its ‘home’ 
cluster than any other clusters (v) Apply k-means 
clustering only if the number of data is many. If the 
number of data is very few, when the same data is 
applied as input in different ways may produce 
different clusters.  

 

Fig 1.Flow chart for K-Means clustering algorithm 
This algorithm aims at minimizing an objective 
function, in this case a squared error function which 
is given by  
ܬ = ∑ ∑ ฮݔ௜

(௝) − ௝ܿฮ
ଶ௡

௜ୀଵ
௞
௝ୀଵ                           (1) 

where ฮݔ௜
(௝) − ௝ܿฮ

ଶ
   is  distance  measure between a 

data point  ݔ௜
(௝)     and the cluster centre  ௝ܿ , is an 

indicator of the distance of the n data points from 
their respective cluster centers. 

Step 1: Determine the number of clusters, K, and 
assume the center of these clusters (centroid) 

Step 2: Choose any random objects or the first K 
objects as the initial centroids  

Step 3: Calculate the distance of each object to the 
centroids by Euclidean distance measure. The 
Euclidean squared distance metric uses the same 
equation as the Euclidean distance metric, but does 
not take the square root. As a result, clustering with 
the Euclidean squared distance metric is faster than 
clustering with the regular Euclidean distance. The 
output of K-Means clustering is not affected if 
Euclidean distance is replaced with Euclidean 
squared.  

Step 4: Assign each object to the group that has the 
closest centroid i.e., minimum distance 

Step 5: After all objects were assigned, recalculate 
the positions of the K centroids 
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The K means algorithm repeat the steps 2-4 until 
convergence i.e., centroids no longer move. This 
produces a separation of the objects into groups from 
which the metric to be minimized can be calculated. 
Generally, if a problem or model has many objects 
and each object have several attributes and want to 
classify the objects based on the attributes, then we 
can apply this algorithm. That’s why K-mean 
clustering can be applied for many problems such as 
unsupervised learning of neural network, pattern 
recognition, classification analysis, artificial 
intelligence, image processing, machine vision, etc. 
The main disadvantage of K-Means clustering is not 
generating the same result with each run, since the 
resulting clusters depend on the initial random 
assignments. So we ensure the same result on 
recurrent runs of the K-Means algorithm. This 
problem can be solved by the cluster centroids were 
determined using a fixed seed based randomization 
algorithm. As a result, every time the process starts 
the same centroids will be generated and the same 
outcome is obtained from the K-Means Clustering. 
The algorithm is also significantly sensitive to the 
initial randomly selected cluster centers. The k-means 
algorithm can be run multiple times to reduce this 
effect. 
 
3.MODIFIED K-MEANS CLUSTERING 
ALGORITHM 

The K-Means clustering algorithm is widely 
used for the segmentation problems for its simplicity 
and fast convergence. However, the performance of   
the K-means clustering is still limited due to several 
disadvantages as indicated in Section II. In this 
section, modifications on the conventional k-means 
clustering algorithm are introduced to overcome the 
aforementioned weaknesses and improve the 
segmentation performance. Now consider an image 
which has N data that have to be clustered into n 
centers. Let ݔ௜  be the ith data and  ௝ܿ  be the jth center 
with predetermined initial value where i = 1,2,...,N  
and j = 1,2,..., n . In this modified k-means clustering 
algorithm, the concept of fuzzy logic is introduced. 
The main idea of introducing it is to possibly allow 
each data member to be assigned simultaneously to 
more than one class by different degree of 
membership. This process can be achieved based 
upon the membership function as given by: 
 
௜௞ܯ = ଵ

∑ ൬ௗ೔ೖ ௗೕೖ൘ ൰
మ

೜షభ೎
ೕసభ

                               (2) 

 
where ݀௜௞  is distance from point k to current cluster 
center i, ௝݀௞   is distance from point k to other cluster 
centers j and q is the fuzziness exponent where the 

typical value is 1. After specifying the membership 
for each data and applying the fitness calculation 
process using equation (3) 
 
൫ܨ ௝ܿ൯ =  ∑ ൫ݔ௜ − ௝ܿ൯

ଶ
௜ℇ௖ೕ                      (3) 

 
The new position for each center is calculated using 
equation (4) 
 

࢐ࢉ = ૚ ൗ࢐࢔ ∑ ࢐ࢉℇ࢏࢏࢞                                 (4)   

 

4. COLOR SPACE 

Color space is a mathematical model to represent 
color information as three or four different color 
components.  Color space explains how the colors are 
represented and specifies the components of color 
space accurately to learn how each color spectrum 
looks like [7]. Different color models are used for 
different applications such as computer graphics, 
image processing, TV broadcasting, and computer 
vision [3, 7, 16]. In the device dependent color space, 
the color produced on the display depends on the 
equipment used for display and the set of parameters. 
This category includes RGB, CMY, CMYK, YIQ, 
YUV, and YCbCr. In the case of device independent 
color space, the color produce depends only on a set 
of parameters irrespective of manufacturer. This 
category includes CIE XYZ, CIE L*U*V*, and CIE 
L*a*b*. 

 
4.1 RGB Color Space 

         The RGB color space is represented by three 
dimensional Cartesian coordinate system by three 
values red, green and blue. RGB color space 
representation shown in figure 1 is additive in nature. 
In this additive color space, other colors are produced 
by adding the primary colors red, green and blue. The 
combination of all three primary colors produces 
white color and the absence of all primary color 
makes black. The RGB color model is represented by 
a unit cube and the axes are labeled as R, G and B. 
The origin (0, 0, 0) is considered black and the 
diagonally opposite corner (1,1,1) is considered as 
pure white. This color space is widely used in 
television and computer monitors.  Any other color 
space can be obtained from a linear or non-linear 
transformation from RGB. This color space is device 
dependent. It means that the same signal or image 
can look different on different devices.  In RGB color 
space, chrominance and luminance component are 
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mixed which is why RGB color space is not chosen 
for color analysis and color based segmentation 
algorithm.  

 
Fig 2.RGB color space representation 

 

4.2 HSV Color Space 

          The HSV color space is a mathematical 
representation of colors in three dimensional 
Cartesian coordinates such as hue, saturation and 
value. The hue represents the color type or shade of 
the color by which we can easily distinguish one 
color from another. The hue is an angle from 0 to 2π 
(360 degrees), typically 0 or 360 degree represents 
red color, 60 degree represents  yellow color, 120 
degree represents green color, 180 degree represents 
cyan color, 240 degree represents blue color, and 300 
degree represents  magenta color. In this way, all the 
colors are represented in the HSV color space. The 
saturation defines the purity of the color or hue i.e., 
what amount of white color is mixed with hue. This 
can be represented as percentage that goes from 0 to 
100.For example, a pure red or green or blue that has 
no white is 100% saturated. If some white is added, 
the original color is shift to newer one as the color 
shifts from red to pink. The third component in HSV 
color space is the value which represents the 
brightness of the color. The value component is very 
similar to intensity r luminance except it also varies 
the color saturation. The value typically ranges from 
0 to 100. This range represent as the amount of light 
illuminating a color. Consider this example, when the 
hue is red and the value is low the color looks dark. 
When the value is low it looks bright. The value of 
the image is changes with the illumination but the 
hue and the saturation are not sensitive or less 
sensitive to illumination change. So for the 
applications like background subtraction and 
segmentation applications, the consideration of the 
value component is enough. This color space is 
widely used in image segmentaion,object recognition 
or featute detection, and image analysis.The 

transformation from RGB color space to HSV color 
space is given in the following equations 

ܪ    = ݏ݋ܿܿݎܽ
భ
మ

(ଶோିீି஻)

ඥ(ோିீ)మି(ோି஻)(ீି஻)
                          (5) 

   ܵ = ௠௔௫(ோ,ீ,஻)ି௠௜௡(ோ,ீ ,஻)
௠௔௫(ோ,ீ,஻)                                       (6) 

    ܸ = ܩ,ܴ)ݔܽ݉  (7)                                               (ܤ,

 

Fig 3(a).HSV Color space representation 

 

Fig 3(b).The variation of value from 0 to 1 in HSV 
color space  

The reasons for using HSV color space in image 
segmentation is listed as follows:  
1. The HSV color space approximate the human 
vision i.e., describe the colors in a way similar to how 
the human eye tends to perceive color 
2. In RGB color space, the color is represented as a 
combination of three primary colors Red, Green and 
Blue. HSV describes color using three different 
components as hue(color),saturation(vibrancy) and 
value(brightness) . 
3. In HSV color space, the intensity information can 
easily be separated from the color information. This 
is very useful in many applications such as 
robustness to lighting changes, or removing shadows. 
4. More information can be retrieve from HSV color 
space 
5. The RGB color space is device dependent whereas 
HSV color space may be device dependent or 
independent depending on applications. 
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5. IMAGE QUALITY PARAMETERS FOR IMAGE 
SEGMENTATION 
 

In image processing, the Image quality 
parameters are applied for the evaluation of the 
imaging system. Image quality parameters are mainly 
classified as univariate measures and bivariate 
measures. In the univariate measures the quality of 
the output image can easily be assessed without the 
explicit use of the test image. The examples for this 
type of measures include defocus blur, motion blur, 
pixel count. In the bivariate measures the quality of 
the output image can be tested by exploiting the 
differences between the corresponding pixels 
between the test and the output images[12][13]. 
Average Difference (AD), Maximum Difference 
(MD), Normalized Absolute Error (NAE), Signal-to-
Noise Ratio (SNR), Mean Square Error (MSE), Mean 
Absolute Error (MAE), Peak Mean Square Error 
(PSNR), Structural Content (SC), Normalized Cross 
Correlation (NCC) is examples for bivariate 
measures. The bivariate measures are widely used in 
image based measurements, object detection and 
tracking, feature extraction and segmentation. These 
measures measure the dissimilarity between the two 
images on the basis of comparing the corresponding 
pixels of the two images. Mean Squared Error (MSE) 
is the average squared difference between input and 
segmented output image. The smaller the value of 
Mean Square Error, the lower the error i.e., there is a 
small difference between the two images. The PSNR 
represents a measure of the peak value of the error. If 
MSE is zero, then PSNR is infinity. This means that a 
high value of the PSNR provides a higher image 
quality. Similarly, the smaller value of the PSNR 
implies that the difference between the images is 
larger[14][15]. In this paper, f(j,k) and g(j,k) denote 
the original input and segmented output image 
respectively. Similarly, M and N represents the 
number of rows and columns respectively. The image 
quality parameters used in this paper for comparing 
the segmentation result with the original image is 
given as follows 
MSE = ଵ

୑୒
∑ ∑ [f(j, k)− g୒

୩ୀଵ (j, k)] ଶ୑
୨ୀଵ                           

(8) 

RMSE = ට ଵ
୑୒

∑ ∑ [f(j, k)− g୒
୩ୀଵ (j, k)] ଶ୑

୨ୀଵ                     

(9) 
PSNR = ଵ

୑୒
∑ ∑ f(j, k)− g୒

୩ୀଵ (j, k)] ଶ/୑
୨ୀଵ

 ∑ ∑ Max [f୒
୩ୀଵ

୑
୨ୀଵ (j, k)]ଶ     

            (10) 

NCC =
∑ ∑  [f୒

୩ୀଵ
୑
୨ୀଵ (j, k)g(j, k)]/∑ ∑  [f୒

୩ୀଵ
୑
୨ୀଵ (j, k)]ଶ  (11) 

AD = ଵ
୑୒

∑ ∑ [f(j, k) −୒
୩ୀଵ g(j, k)୑

୨ୀଵ ]                  
(12) 
MD=Max {[݂(݆, ݇)− ݃(j, k)]                                           
(13) 
NAE =
∑ ∑  [f୒

୩ୀଵ
୑
୨ୀଵ (j, k)− g(j, k)]/∑ ∑  [f୒

୩ୀଵ
୑
୨ୀଵ (j, k)] (14) 

SC = ∑ ∑  [f୒
୩ୀଵ

୑
୨ୀଵ (j, k)]ଶ/∑ ∑  [g୒

୩ୀଵ
୑
୨ୀଵ (j, k)]ଶ     

(15) 
SNR = ∑ ∑  [f୒

୩ୀଵ
୑
୨ୀଵ (j, k)]ଶ/∑ ∑  [g୒

୩ୀଵ
୑
୨ୀଵ (j, k)]ଶ          

(16) 

6. EXPERIMENTAL SETUP AND RESULT 

A data base was created which consists of 25 
GeoEye-1 multispectral satellite images. Generally 
Geoeye-1 collected a multispectral image at 1.65 
meter resolution and then sharpened in the 
panchromatic mode so that the final image is full 
color with 0.50 mete resolution. Geoeye-1 satellite 
was launched successfully from Vandenberg Air 
Force Base in California on September 6th, 2008. 
GeoEye-1 has the highest resolution of any 
commercial imaging system and be able to collect 
images with a ground resolution of 0.41-meters in the 
panchromatic or black and white mode [19][20]. 
Figure 4 shows the original satellite images in RGB 
color space and these images are transformed into 
HSV image by linear transformation given in 
equation (5) - (7). These HSV images are shown in 
figure 5. 

 
Fig 4.Input images in RGB color space (Satellite 
images courtesy of GeoEye) 
The satellite images in RGB and HSV color space are 
segmented using the modified k-means clustering 
algorithm. This experiment is performed for four and 
five clusters and the result is shown in fig (6) – fig 
(9). 
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Fig 5.Input images in HSV color space (Satellite 
images courtesy of GeoEye) 

 
Fig 6.The segmentation result of 4(a) – 4(f) using 
modified k-means clustering algorithm. The number 
of cluster is fixed as four. 

 
Fig 7.The segmentation result of 4(a) – 4(f) using 
modified k-means clustering algorithm. The number 
of cluster is fixed as five. 

 
Fig 8.The segmentation result of 5(a) – 5(f) using 
modified k-means clustering algorithm. The number 
of cluster is fixed as four. 

 
Fig 9.The segmentation result of 5(a) – 5(f) using 
modified k-means clustering algorithm. The number 
of cluster is fixed as five. 
Figure 10 shows the GeoEye Satellite. 

 
Fig 10.GeoEye Satellite 

The tables show the comparative study of our 
experimental results based on image quality 
parameters. 
Table 1.Comparison of input images in RGB color 
space (fig 4) and its segmentation results (fig 6). In 
this case the number of cluster is four.  

 
Table 2.Comparison of input images in RGB color 
space (fig 4) and its segmentation results (fig 7). In 
this case the number of cluster is five.  
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Table 3.Comparison of input images in HSV color 
space (fig 5) and its segmentation results (fig 8). In 
this case the number of cluster is four.  

 
Table 4.Comparison of input images in HSV color 
space (fig 5) and its segmentation results (fig 9). In 
this case the number of cluster is five.  

 
 
7. CONCLUSION 
In the satellite image processing, segmentation is the 
most important but difficult process to gather 
enormous amount of information. There is no unique 
system or method for processing the satellite images. 
Usually all the multispectral images are in RGB color 
space. But the RGB color space is not efficient for 
object specification and recognition of colors. 
Moreover the chrominance and the luminance 
component are mixed and it is difficult to determine 
specific color in RGB space and. So there is a need 
for transformation of image in RGB color space into 
other color space. The HSV color space approximates 
the human vision. In this space, the illumination 
variations in the image can easily be solved because 
the value component is independent of the color. So 
we have opted this color space for satellite image 
segmentation.  The satellite images are segmented 
using the modified k means clustering algorithm 
because this is very simple and faster as compared to 
other segmentation methods. The numbers of satellite 
images are segmented using the proposed method and 
the experimental result shows the efficiency of the 
proposed approach. Finally the segmentation result is 
evaluated by using various image quality parameters 
to compare the result of the RGB and HSV images. 
The result clearly shows that the HSV color space is 
more efficient and effective for satellite image 
segmentation. 
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